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1. Introduction  
Due to the swift progress of the digital era, cybersecurity 
has become an essential component of the everyday 
lives of individuals and companies. Cyber-attacks, 
characterized by their growing frequency and 
complexity, are recognized as one of the foremost 
dangers to information security. The discipline of 
cybersecurity places great priority on the efficient 
identification and prevention of these attacks. 

Conventional techniques employed presently for 
identifying cyber-attacks are constrained by the intricate 
and constantly evolving nature of the threat environment. 
These methods frequently yield a significant number of 
incorrect identifications and lack the ability to promptly 
adjust to novel forms of attacks. The demand for cyber-
attack detection systems that are both efficient and 
adaptable is growing steadily in this particular scenario. 

This study explores the utilization of genetic algorithms 
and Naive Bayes classifier as a novel strategy for 
detecting cyber-attacks. Genetic algorithms are 
successful in identifying optimal solutions, yet the Naive 
Bayes classifier is renowned for its simplicity and 

computational efficiency. The combination of these two 
methodologies can enhance the speed and accuracy of 
cyber-attack detection, particularly when dealing with 
extensive data sets. 

In this study, we investigate how a Naive Bayes 
approach augmented with a genetic algorithm can 
provide an effective solution for cyber-attack detection 
through feature reduction [1]. The performance of the 
proposed method compared to existing cyber intrusion 
detection systems will be evaluated through tests and 
analyses on various data sets. 

This study aims to showcase the potential benefits of 
combining genetic algorithm with Naive Bayes classifier 
in the domain of cyber intrusion detection [2]. 
Additionally, it seeks to provide a valuable contribution to 
the current literature on this topic. 

It is possible to summarize some of the research and 
algorithms on cyber-attack detection in time series data  
with different data mining algorithms in the literature as 
follows: Support Vector Machines (SMO-SVM) were 
assessed using SCADA datasets. The datasets were 
processed, and the classification performances were 
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improved using principal component analysis for feature 
selection. As a result of the evaluations on two SCADA 
datasets, the SMO-SVM algorithm provided the best 
overall results [3].  
 
However, Zi et al. proposed a method called end-to-end 
anomaly detection for anomaly detection in twin data to 
perform real-time anomaly detection quickly and 
accurately. A multidimensional inverse convolutional 
network and attention mechanism were applied to the 
model to search for key features. The study's findings 
demonstrated that the proposed technique had superior 
performance in terms of precision and F1 score when 
compared to state-of-the-art methods [4]. 

Cai et al. introduced a method for detecting intrusions in 
industrial control systems using a 1D CWGAN-based 
approach. The method is based on the idea that using 
imbalanced data for training deep learning models can 
greatly decrease detection performance. 1D CWGAN is 
a network attack pattern generation method that 
combines 1D CNN and WGAN. Firstly, the problem of 
low ICS intrusion detection accuracy due to a small 
number of attack samples was analyzed. This method 
balances the number of various attack samples in the 
dataset in terms of data augmentation and aims to 
increase detection accuracy. The algorithm constructs a 
framework for modeling network traffic data in two 
competing networks. It utilizes 1D convolution and 1D 
inverse convolution based on the temporal 
characteristics of the network traffic. Additionally, it 
generates virtual samples that resemble real samples by 
employing a gradient penalty instead of weight truncation 
in the Wasserstein Generator Adversarial Networks 
(WGAN). As a result of validations using large datasets, 
it was shown that the method improves the classification 
performance of CNN and BiSRU. For CNN, accuracy 
increased by 0.75% after data stabilization, while 
accuracy, recall, and F1 also improved. Compared to 
BiSRU without data processing, the accuracy of 1D 
CWGAN-BiSRU increased by 1.34% and accuracy, 
recall, and F1 increased by 7.2%, 3.46% and 5.29%, 
respectively [5]. 

Sahin et al. proposed a novel software vulnerability 
prediction model utilizing a deep learning approach and 
Symbiotic Genetics. In this proposed method, a deep 
Symbiotic-based genetic algorithm model (DNN-
Symbiotic GAs) is used to learn the phenotyping of 
dominant features. Their results showed that the 
proposed model is good at predicting software 
vulnerabilities [6]. 

In their study, Li et al. proposed an unsupervised 
multivariate anomaly detection method based on 
Generative Adversarial Anomaly detection achieved 
high-performance results by simultaneously considering 
the entire set of variables to capture [7].  

Auidibert et al. proposed a fast and stable method called 
Unsupervised Anomaly Detection for multivariate time 
series (USAD) based on negatively trained 
autoencoders. They managed to verify the requirements 
regarding scalability, stability, robustness, training 

speed, and high performance in their proposed model 
[8]. 

Yang et al. examined the filter-based feature selection 
technique in detail and comprehensively. In addition, 
they describe the search algorithms and relevance 
metrics [9].  

2. Materials and Methods 
2.1 Datasets 
In this study, the WADI dataset from iTrust, Centre for 
Research in Cyber Security, Singapore University of 
Technology and Design was used [10]. 

 
A water distribution system comprises a vast network of 
pipelines spanning a wide area, in contrast to a water 
treatment plant that is often situated in a secure and 
concentrated place. This water distribution system 
consists of three main components: treatment, storage, 
and distribution. The dataset in question focuses on 
security breaches in the storage part of this system. The 
WADI testbed used for this purpose is equipped with 
various features such as chemical dosing systems, 
booster pumps, valves, various instruments, and 
analyzers. The purpose of this system is to replicate both 
cyber-attacks and defenses on Programmable Logic 
Controllers (PLCs) via network simulations. Additionally, 
it also replicates the consequences of physical threats 
such as water breaches and the introduction of 
dangerous chemicals. 
 
Data collection for the WADI testbed was carried out 
over a continuous period of 16 days, with 14 days 
dedicated to recording data under both standard 
operational and attack scenarios. The installation of this 
data collection was completed in 2 days. During this 
period, extensive data was collected, including network 
traffic as well as information from sensors and actuators. 
 
The WADI dataset, was collected from 123 sensors, and 
15 types of attacks were identified in the collected 
dataset. The duration of each attack ranges from 1.5∼ 
30 seconds. 
 
2.2 Naive Bayes Classifier 
The Naive Bayes classification technique is derived from 
the theory of Bayes and possesses an easy-to-
understand and comprehensible structure. Additionally, 
it is distinguished by its rapid functionality. This algorithm 
is based on the assumption that all variables are 
independent of each other and each has equal 
importance [11]. This simple approach enables the Naive 
Bayes algorithm to achieve effective and fast results in 
data analysis and classification. The algorithm's 
simplicity and efficiency in handling big datasets are 
facilitated by the independence and equal significance of 
variables [12]. This makes it a preferred method, 
especially for large datasets and real-time applications. 
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Posterior probability in Naive Bayes is computed 
assuming feature independence. In the Naive Bayes 
classifier, the Laplace smoothing technique is used to 
deal with the zero probability problem. This technique 
allows the model to be more flexible by setting the 
probability of combinations of features never observed in 
the dataset to a small value instead of zero.  

2.3 Feature Selection with Genetic 
Algorithm 
Genetic Algorithms operate by employing the principles 
of natural selection. They embody a heuristic 
methodology for searching and optimizing, aiming to 
uncover solutions that approximate the optimal outcome. 
These algorithms work by iteratively refining and 
improving the optimal solutions over successive iteration 
s [13]. Inspired by the process of natural evolution, 
Genetic Algorithms overcome complex challenges by 
mimicking this evolutionary mechanism. They 
continuously develop and refine a pool of potential 
solutions, often referred to as "individuals", and gradually 
move towards an optimal or near-optimal solution as the 
process progresses. 

 
In the field of Machine Learning, the process of training 
a model involves collecting a significant amount of data 
to improve its learning ability. Nevertheless, not all of this 
input is consistently pertinent or valuable to the model, 
and an abundance of irrelevant data might result in 

inefficiencies, decelerating the model and potentially 
yielding erroneous results. Feature selection is an 
essential stage in this context, aiming to filter the dataset 
and keep only the data that has a substantial impact on 
the model's performance, while rejecting redundant 
information. This approach enhances the efficiency of 
the model without necessitating any modifications or 
conversions to the current data. It specifically 
concentrates on generating a subset of the most 
pertinent features [14]. 
 
The role of feature selection is particularly important in 
classification systems. By applying this technique, the 
complexity of classification tasks is reduced, leading to a 
reduction in the number of computations required. By 
eliminating irrelevant and chaotic features from the 
dataset, this approach not only enhances classification 
accuracy but also decreases training time, the 
requirement for extensive measurement, and memory 
consumption. As a result, the classification process 
becomes more meaningful and simpler and contributes 
to a more streamlined and effective machine learning 
model [15]. 

 
As can be seen in Figure 1, the raw dataset is utilized to 
create the feature subset. To determine whether to retain 
the feature subset extracted from the unprocessed data, 
various formulas are applied to evaluations. The feature 
that is selected following the evaluations is appended to 
the pertinent subset, and the procedure persists until the 
algorithmic stopping criterion is fulfilled.

 

 

Figure 1. Flowchart of feature selection with genetic algorithm  

 
2.4 Performance Evaluation 
Error matrices were obtained for the performance 
evaluations of the trained models, and the values to be 
compared were calculated with the help of these error 
matrices. The error matrix is a 2x2 matrix, and the values 
in it are as follows: 

• True Positive: Comments correctly categorized 
as positive. 

• True Positive: Comments correctly categorized 
as positive. 

• False Positive: Comments incorrectly 
categorised as positive. 

• False Negative: Comments incorrectly 
categorised as negative. 

The formula used to calculate the Accuracy value; 

           
      Accuracy = (TP+TN)

(TP+FP+TN+FN) 
                                    (1) 

 
 

The formula used to calculate the Precision value; 
 

        Precision = TP
(TP+FP)

                                                (2) 

 
The formula used to calculate the recall value; 

 
         Recall = TP

(TP+FN)
                                                      (3) 

 
The formula used to calculate the F1-score (F1 value) 
value; 
  
           𝐹𝐹1 = 2∗((Precision ∗ Recall) 

(Precision+ Recall) 
                                      (4) 
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3. Results and Discussion 
The Naive Bayes algorithm is deemed the most suitable 
classifier in this study for one-step prediction of cyber 
intrusions in the WADI dataset. 

Firstly, data pre-processing techniques were used to 
maximize the efficiency of the dataset. In the data 
preprocessing stage, blank data were filled by taking the 
mean value of the data in that column, and the features 
in the dataset were subjected to standardization. After 

the data preprocessing step, the classification process 
was applied. An examination of the model's confusion 
matrix revealed that the algorithm accurately predicted 
157478 out of the 188723 non-attack values, while 
erroneously predicting 31245 of them. Out of 2752 attack 
values, 252 of them were incorrect, and 2500 of them 
were correct. In the second stage, reclassification was 
performed with the data obtained by using genetic 
algorithms for future selection. The parameters selected 
for the genetic algorithm are given in Table 1. 

 

0 157478 31245 

1 252 2500 

 0 1 

Figure 2. Confusion matrix of Naive Bayes 

 

 

 

 

Figure 3. Proposed model workflow 

 

Table 1. Parameters of genetic algorithm 

Environment Population nGen cxpb mutpb 

Colab 50 10 0.5 0.2 

 
In the algorithm, the size of the first population is set to 
50. This means that the genetic algorithm will initially 
start with 50 random individuals. The number of 
generations that the genetic algorithm will work on is 
determined as 10.  

To determine the frequency of crossover and mutation, 
the crossover probability cxpb was set to 0.5 and the 
mutation probability to 0.2. Figure 3. shows the workflow 
used for the proposed model.  Following the application 
of a feature reduction process to the dataset acquired 
through pre-processing using the genetic algorithm, the 

dataset was subsequently subjected to a classification 
process utilizing the Naive Bayes algorithm. 

Upon examination of the confusion matrix produced by 
the model, it is observed that out of the total 188723 non-
attack values, this method accurately predicted 175723 
while erroneously predicting 13038. Out of 2752 attack 
values, 55 of them were incorrect and 2697 of them were 
correct. The performance values of the models run on 
the Valley dataset without and after feature selection are 
shown in Table 2. 

 

0 175723 13038 

1 55 2697 

 0 1 

Figure 4. Confusion matrix of Naive Bayes+Genetic algorithm feature selection 
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Table 2. Feature of Naive Bayes after feature selection and before feature selection 

     
 Accuracy Precision Recall F1 
     
     
Naive bayes without feature selection 0.8355 0.8344 0.9984 0.9091 
     
     
Naive bayes by selecting feature with genetic algorithm 0.9577 0.9572 0.9998 0.9782 
     

 

Table3. Comparison of relative studies 

   
 Models Results 
   
   

Li et al.[7] MADGAN 
Pre:6.46  

Rec:99.99 
F1: 0.12 

   

 
Tian et al. [16] 
 

STADN 

 
Pre:98.49  
Rec:45.57 
F1: 0.62 

 
 
Auidibert et al. [8] 
 

USAD 
Pre:0.9947  

Rec:0.1318 , 
F1:0.2328 

   

Our Model Feature Selection(Gen. Alg.)+ Naive Bayes 

Acc:0.9572 
Pre: 0.95 
Rec:0.99 
F1:0.97 

   

4. Conclusion 
In this study, a comparative analysis between two 
different implementations of the Naive Bayes 
classification algorithm: the first is the traditional Naive 
Bayes approach without any feature selection, and the 
second is the improved version where feature selection 
is performed using a genetic algorithm. The 
effectiveness of both models was evaluated based on 
key performance indicators such as accuracy, precision, 
recall, and F1 score. 

The standard Naive Bayes model used without the 
integration of feature selection techniques showed an 
accuracy rate of 83.55%, a precision rate of 83.44%, a 
recall rate of 99.84% and an F1 score of 90.91%. These 
measurements show an overall competent performance 
of the model and a remarkable strength in the recall 
capability in particular. However, the sensitivity and F1 
score suggest that the model's performance may not be 
optimally balanced. 

On the contrary, the Naive Bayes model, which 
integrated feature selection through a genetic algorithm, 
demonstrated a substantial enhancement in 
performance, attaining an accuracy of 95.77%, precision 
of 95.72%, recall of 99.98%, and F1 score of 97.82%. 
These improved results show that the integration of a 
genetic algorithm for feature selection significantly 
improves the accuracy and precision of the model. The 
near-perfect recall and the very high F1 score attest to 
the model's proficiency in correctly identifying positive 
examples while effectively reducing false positives. 

The aforementioned observations highlight the potential 
of feature selection utilizing genetic algorithms to 
substantially enhance the performance of fundamental 
statistical classification models like Naive Bayes. The 
study concludes that in scenarios where datasets 
contain a large number of features that have various 
effects on classification accuracy, feature selection using 
genetic algorithms can be a highly advantageous 
strategy. This study underlines the critical role of model 
selection and feature engineering in machine learning 
and demonstrates their significant contribution to 
optimizing model performance. 
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