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Abstract: Smart surveillance systems developed in recent years have made enormous contributions to providing safety and management 

of crowds. The aim of this study is to observe and try to understand how crowd movements presented in a video sequence show 

behaviour. For this end, the motion data at pixel level among the consecutive frames is obtained using optical flow initially. Then, this 

motion data is associated using the particle advection method and stable as well as moving areas in the image are obtained. After, the 

moving areas clustered using Mean-Shift method are described and classified as parabola, in addition to the studies in the literature. At 

the end of the study, the method developed was tested over UCF as well as Pets2009 datasets and the results are presented. 
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1. Introduction 

The flow of the daily life, willingly or unwillingly, integrate 

people in crowds. Streets, shopping malls, political meetings, 

stadiums or concerts are centres where crowds are abundant. It is 

possible for a crowd in calm movement to become a crowd of 

people running in panic all of a sudden. Although this case would 

not last long, but it may cause stampede and may result in losses 

of lives. It is quite easy for a person with suspicious behaviour to 

disguise himself in the crowd. These are bad incidents that have a 

higher percentage of lethal possibility and realization. Humanity 

has already experienced such bad incidents. Such sorrowful 

incidents experienced have shown the need for making studies on 

the analysis of crowd behaviour. Different disciplines such as 

computer vision, sociology, and psychology have been doing 

research on this topic for many years. 

In this respect, researches such as estimating the density of the 

crowd and observing the flow by developing algorithms on 

images obtained from surveillance systems; noticing the 

generation of a dangerous crowd or predetermining the abnormal 

conditions in the crowd; managing the crowd in panic; designing 

the open public spaces; and tracking a suspicious person or 

people throughout a series of images; have been the primary 

topics of crowd behaviour analysis studies. Some images where 

there are crowd scenes are shown in Figure 1. 

Crowd analysis problems were tried to be solved by algorithms 

developed for object tracking in the first years (Object approach) 

but it was seen that tracking people in high density videos is 

fairly difficult and that this is a solution that needs burdensome 

and excessive calculations. In the following studies, it was tried 

to grasp the general features of the crowd rather than focusing on 

the people in the crowd as a whole (Holistic approach). 

 Through the survey based publications in recent years, the topic 

has been handled with different issues such as determination of 

moving areas, crowd analysis, crowd behaviour, tracking of 

people, and determination of abnormal conditions. Methods that 

are used under these topics and success results obtained from 

these are being compared and evaluated. Moreover, there are 

studies from the perspective of different 

disciplines.[1][2][3][4][5][6][7]. 

 

Figure 1 Some images in the literature used in the study of crowd 
analysis 

Segmentation of moving areas in crowd provides a general view 

of the image. By focusing on these moving areas, this process 

plays an important role in the solution of problems such as 

determining the abnormal conditions or tracking of people. 

Insufficient or erroneous results in the segmentation process have 

a negative effect on the preceding steps. Because of this 

condition, studies on determining the moving areas go on 

developing every day.[8][9][10] 

Incidents, not occurring frequently except for the general flow of 

a crowd, are called Abnormal Behaviour in the literature. Another 

important study in which a solution is looked for through 

computer vision methods is the determination of abnormal 

condition or behaviour in crowd by systems. Using such systems 

in high density areas such as shopping malls, stadiums, concerts 

or passenger stations presents an alternative approach to 

providing the safety and management of crowds.[11][12] 
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Another important issue on the crowd analysis field is the 

tracking of a person or people in a crowd. It is a very difficult 

thing to keep a track of people in high density crowds. The main 

reasons are; I) the denser it gets, the less pixel representing the 

person there will be, and this makes tracking more difficult. II) It 

is difficult to differentiate people in crowds. III) There are 

psychological conditions having an influence on the change of 

people’s direction. 

Problems such as tracking of a person or moving objects 

(vehicles in traffic) after being determined in the image during a 

series of images are specialized fields where academic studies 

deal with in private and create private algorithms (tracking 

algorithms). In such studies, problems are tried to be solved by an 

object based approach.[13][14] 

Estimation of density of a crowd is an important topic in terms of 

providing the safety and management of the crowd. It is crucial to 

make these analyses and these controls dynamically at places 

where there are crowds and crowds show variability, such as 

stadiums, concerts, and shopping malls. By this way, it will be 

possible to prevent potential condensations. These analyses are 

performed on a single image. Conditions such as few pixels per 

person, the perspective, cluttering, occlusion, and low resolution 

are important problems that these analyses should find a solution 

for. 

Our target in this study is to obtain the moving areas in an image 

using optical flow method and defining the moving areas as a 

parabola. Moving areas that are defined as equation will give us 

information about how the crowd behaves. We believe that the 

results that are obtained from these studies will help us 

understand and define the behaviour of the crowd in the 

preceding steps. At the end of the study, the developed method 

was presented as ground truth by being tested on the images from 

UCF and Pets2009 database. 

2. Methods 

Some methods that were used in order to obtain some 

characteristics of the crowd and to observe how the crowd moves 

clearly will be explained in a priority order. 

 

2.1. Optical Flow 

This is a method used in order to obtain movement data in a 

video. In this method, the direction and the speed of object 

movements in consequent frames at pixel level can be obtained. 

This method is usually used for obtaining the movement data at 

lower speeds and at high density. It is seen that the method 

proves to return better results in videos with these 

qualifications.[15][16][17][18] 

When we take the prerequisite that the light source does not 

change in time and that the change is not more than 1 pixel (in 

relocations more than 1 pixel, the pyramid method is 

recommended but this is not included in this article) into 

consideration, we can have this equation, provided that the pixel 

at (x,y) location in t time can relocate as much as (dx,dy) in t+1 

time period. 

 
dI

dt
= o  => I(x, y, t) = I(x + dx, y + dy, t + dt)                

(1) 

 
When the process is proceeded using Taylor series; 

 

 

I(x, y, t) = I(x, y, t) +
∂I

∂x
dx +

∂I

∂y
dy +

∂I

∂t
dt + HOT            

(2) 

Ix u + Iy v = −It                                                                

(3) 

 
The general formula of the optical flow is obtained. (Ix = 𝜕I/𝜕x, 

Iy = ∂I/ ∂y, It = ∂I/ ∂t, u = dx/dt, v = dy/dt). 

In equation (3) that is obtained as the movement data of a single 

pixel, there are known values such as lx, ly, and lt values but also 

unknown values such as u and v values. The aim of the optical 

flow is to find the u and v values. 

At this level, a solution was developed benefiting from the 

method developed by Lucas-Kanade for optical flow. Lucas-

Kanade calculated the velocity of a pixel taking into 

consideration of the fact that a pixel moves at the same velocity 

with neighbouring pixels. That is to say, when calculating the 

movement of a pixel that has a 3x3 neighbouring scheme, we 

obtain 9 equations in order to find the two unknowns of u and v 

in equation (3), thinking that all the neighbouring pixels move at 

the same velocity. 

 

                       [

Ix1 Iy1

Ix2 Iy2

⋮ ⋮
Ix9 Iy9

] [
u
v

] = [

−It1

−It2

⋮
−It9

]                  (4) 

 

The neighbouring window chosen as 3x3 in the sample can be 

chosen at different sizes depending on the condition of the 

problem. 

While preferring a smaller size of window value can help us 

obtain the details in an image, these details might lead to image 

confusion and the load of the system might increase. Moreover, it 

may also lead to the loss of general flow data of the video. On the 

other hand, a larger sized neighbouring window can capture the 

movements at larger scale and helps us obtain the general flow of 

the movement, yet the bottlenecks or small movements might not 

be noticed. There is a trade off in question. Therefore, the size of 

the neighbouring window is another problem to think about. 

When the equation (4) is solved using minimum least squares 

method: 

 

(ATA)    d = ATb 

  2x2     2x1  2x1 

 

                         [
∑ IxIx ∑ IxIy

∑ IyIx ∑ IyIy
] [

u
v

] = − [
∑ IxIt

∑ IyIt
]          (5) 

 

 

 

Figure 2   a) Optical Flow   b) Particle Advection 
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Table 1. Lucas-Kanade Optical Flow Algorithm 

Input: Set of input image frames S 

Output: Optical flow vectors [u,v] 

 

Begin:  
A= set 2x2 zero matrix 

b= set 2x1 zero matrix 
d= set 2x1 zero matrix 

NWS= floor(Neighbor Window Size)-1 

(Ix,Iy)=gradient(1th frame) 
It=1th frame-2th frame 

 

for  i=1+NWS  to  X_ size of(1th frame) 
       for  j=1+NWS  to  Y_ size of(1th frame) 

 
              A= set 2x2 zero matrix 

              b= set 2x1 zero matrix 

 
                   for  m=i-NWS  to  i+NWS   

                          for  n=j-NWS  to  j+NWS   

 
                                 A(1,1)=A(1,1)+Ix(m,n)*Ix(m,n) 

                                 A(1,2)=A(1,2)+Ix(m,n)*Iy(m,n) 

                                 A(2,1)=A(2,1)+Iy(m,n)*Ix(m,n) 
                                 A(2,2)=A(2,2)+Iy(m,n)*Iy(m,n) 

 

                                 b(1,1)=b(1,1)+ Ix(m,n)*It(m,n) 
                                 b(2,1)=b(2,1)+ Iy(m,n)*It(m,n) 

 

                          end 

                   end             
 

              d=PseudoInverse(A)*(-b) 
              u(i,j)=d(1,1) 

              v(i,j)=d(2,1)    

       

       end  

end    

 

 

 

 

There are four basic steps to be taken in obtaining optical flow 

using Lucas-Kanade method. 

 

 Noise reduction is applied in frames. 

 Ix, Iy, and It are calculated. 

 u and v values are found by calculating the equation 

(5). 

 Due to the fact that optical flow values are independent 

from each other and that they might show differences 

from the general flow, the resulting values (u,v) are 

applied a median filter. 

 

2.2. Particle Advection 

Optical flow provides the data related to where a pixel will be 

heading to on the next frame. Particle Advection, on the other 

hand, is a method used in order to observe (understand) how a 

pixel moves throughout the video.[19][20][21] 

At this level, particles that are located on every pixel in the first 

frame of the video are being directed by the time domain pixel 

level 3D movement data that is obtained by optical flow. At the 

end of the process, the time domain 3D optical flow data is 

obtained as 2D movement data. This process is called particle 

advection and the distance covered by each particle is called 

particle trajectories.[22][23][24][25][26][27] 

A grid is located on 1th frame in video sequence, namely each 

pixel in the first frame and the particles are moved according to 

optical flow data. Ideally, a grid is made up as N=Width X 

Height. Particle advection can be formulized according to 

notation expressed above. 

 

xi(t + 1) = xi(t) + u[xi(t), yi(t)]                                    (6) 

yi(t + 1) = yi(t) + v[xi(t), yi(t)]                                    (7) 

 

2.3. Clustering 

Differentiating multiple actions on an image from each other 

successfully is directly related to the success of the cluster 

process. The particles animated with the help of Particle 

advection process infact carry the motion data and at the end of 

the process particles representing any action gathers at a cluster 

point. It is expected from the system to differentiate these clusters 

from each other. We can think that each cluster represents an 

action. In this study, we tried to obtain clusters using mean-shift 

method.[28][29] 

Some places on the image might not move and therefore the 

particles on these pixels do not move. In this case, particles not 

moving or moving at a value lower than the threshold value and 

clusters emerged under a definite number of particles are 

accepted as noise and they are not included in the evaluation. By 

this way, only clusters that have the capability to represent 

motion or define a significant motion can be obtained. 

 

2.4. Define as Parabola 

In this step, the moving areas in the image will be defined as 

parabola. In this way, these results will be helpful in terms of 

determining moving areas and understanding the crowd 

behaviour. 

Determining as moving parabola can be as follows; particles 

representing an action or behaviour move as a group with particle 

advection. This information can be expressed as a curve using 

least squares method according to the location of each particle 

has along the motion. 

 

                              𝑓(𝑥) = 𝑎𝑥2 + 𝑏𝑥 + 𝑐                         (8) 

 

𝑎 = {
line, if   𝑎 ≅ 0

𝑐𝑖𝑟𝑐𝑙𝑒, 𝑜𝑡ℎ𝑒𝑟𝑠
 

 

For this study, when we express each movement as a quadratic 

equation, it can be said that proximity to coefficient $a$ (8th 

equation) shows whether this movement is a line or circular 

movement. 

3. Conclusion 

As a result, this study is a preliminary study that can make it 

possible to achieve targets like understanding and defining the 

behaviour of a crowd during a series of images. Initially, moving 

areas are obtained through optical flow method and then these 

moving areas are defined as the movement of particles through 

particle advection method. Particles clustering at a point on the 

image are marked with mean-shift method and behaviour at 

different types are determined. The movement is represented 

through a quadratic equation according to the location of particles 

in each cluster. In the end, it is possible to achieve the 

information on what kind of route the co-efficient of these 



This journal is © Advanced Technology & Science 2013 IJAMEC, 2016, 4(Special Issue), 165–169  |  168 

equations follows. 

The methods were tested on some images that we took from UCF 

and Pets2009 database. The results were shown as ground truth in 

Figure 3. 

 

 

Figure 3   Every color show different event in the image and will be defined as parabola. These results are $a$ (8th equation) for every quadratic equation 

a)blue = 0.000786, green = -0.033997 b)blue = 0.001927, green = -0.010793, red = 0.000681 c)blue = 0.013857, green = 0.040634 d)blue = 0.105957, 

green = -0.092312, red = 0.032337 e)blue = -0.003065, green = 0.002836, red = -0.079450 cyan = 0.024176, magenta = 0.006983 f)blue = 0.019147, 

green = 0.000424 
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