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 Abstract 
Papilledema is edema in the area where the optic nerve meets the eye as a result of 

increased pressure inside the head. This disease can result in very serious problems, 

such as abnormal optical changes, decreased visual acuity, and even permanent 

blindness if left untreated. In this study, an image processing based solution was 

presented for the detection of papilledema severity from color fundus images using 

transfer learning approaches. The image dataset includes 295 papilledema images, 295 

pseudopapilledema images, and 779 control images. Histogram equalization and the 

3D box filter were used for image preprocessing. The images were enhanced with the 

histogram equalization method and denoised with the 3D box filter method. Then, the 

performances of EfficentNet-B0, GoogLeNet, MobileNetV2, NASNetMobile, and 

ResNet-101 transfer learning approaches were compared. The hold-out method was 

used to calculate the performance of transfer learning. In the experiments, the 

MobileNetV2 approach had the highest performance with 0.96 overall accuracy and 

0.94 Cohen's Kappa. The results of the experiments proved that the combination of the 

histogram equalization, the 3D box filter, and the MobileNetV2 transfer learning 

approach can be used for automatic detection of papilledema severity. Compared to 

other similar studies that are known in the literature, the overall accuracy was higher. 

1. Introduction 

Pseudopapilledema is a disease in which increased intracranial pressure creates pressure around the optic nerve, affecting 

vision. In pseudopapilledema, the optic nerve head looks abnormal and swelling. This swelling is not due to increased 

intracranial pressure or edema in the nerve fiber layer, but papilledema causes swelling of the optic nerve head due to 

elevated intracranial pressure [1]. The most common causes include optic disc drusen, myelinated nerve fiber and 

advanced small eye. Symptoms usually affect both eyes simultaneously. Visual blackouts are triggered by a change in 

position, such as standing up suddenly. Headache is the most common symptom. Other accompanying symptoms include 

temporary loss of vision, loss of vision due to optical changes, tinnitus and nausea. The risk of papilledema is slightly 

higher in people with overweight or obesity, obesity, and obese women of childbearing age [2]. The incidence of 

pseudopapilledema in obese women of childbearing age is 12-20/100,000 person/year compared to 0.5-2/100,000 in the 

normal population [3]. This disease can result in abnormal optical changes and permanent blindness if left untreated [1]. 

Patients with pseudopapilledema may face very serious problems if the necessary treatments are not applied. It is a 

condition that can affect the work life, family life, education life and most importantly the life of the person with this 

condition. 

The most important diagnostic method in pseudopapilledema is careful ophthalmologic examination. Most authors 

recommend fundus fluorescein angiography (FFA) for the diagnosis of early papilledema [2]. This procedure takes 

approximately 10 minutes. The yellow medicine given from the forearm veins of the patients reaches the eye vessels in 

about 12 seconds, during which time the images are recorded with the FFA device. Problematic areas and vessels can be 

detected in a short time with this method, but since the yellow medicine used during the test is usually excreted in the 

urine, this test is not performed in patients with known kidney problems. Also, computed tomography (CT) and magnetic 

resonance imaging (MRI) can be an alternative to ultrasonography in terms of obtaining detailed cross-sectional images 

to differentiate pathology such as optic disc drusen that may imitate papilledema [2]. Unlike X-rays and CT scans, MRI 
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does not carry the risk of ionizing radiation (ionizing radiation harmful to health) [4]. However, it is an expensive 

examination method due to the high cost of the device, high expenses and expensive contrast medicine [5]. Patients who 

come with headache complaints and papilledema is detected in neurologic examination may have normal neuroimaging. 

In this case, cerebrospinal fluid pressure should be measured [3]. Lumbar puncture may be an alternative for this. Lumbar 

puncture is a diagnostic and/or treatment procedure in which special needles are inserted into the lumbar region of the 

patient to reach the cerebrospinal fluid. In order to make a definitive diagnosis of certain infectious diseases of the 

meninges and brain and to reduce intracranial pressure, lumbar puncture is necessary to examine the cerebrospinal fluid 

[6]. In case a lumbar puncture is not performed, these conditions may not be diagnosed. According to experts, there is 

currently no other method that can replace lumbar puncture for the diagnosis of these diseases. Problems such as local 

anesthetic allergy, infection at the puncture site or volume loss (hypovolemia) may occur during lumbar puncture [7]. 

There are fewer researched studies using transfer learning approaches for the detection of papilledema and 

pseudopapilledema compared to the diagnosis of other neurological diseases. Gómez-Valverde et al. (2019) obtained an 

AUC (area under the curve) of 0.94 using VGG-19 architecture for glaucoma detection [8]. Liu et al. (2021) achieved an 

AUC of 0.99 using ResNet-152 architecture in the detection of optic disc abnormalities [9]. Milea et al. (2020) used the 

segmentation network U-Net architecture to distinguish optic disc abnormalities from papilledema. They achieved the 

highest accuracy rate of 91.8% by using DenseNet-121 and DenseNet-201 architectures for classification [10]. Vasseneix 

et al. (2021) used U-Net for segmentation to detect the severity of papilledema. They achieved 87.9% accuracy rate with 

VGGNet architecture for classification [11]. Bakır and Yılmaz (2022) used VGG-16, ResNet, InceptionV3 and MobileNet 

architectures for cataract detection and achieved the highest accuracy rate of 95.51% with ResNet architecture [12]. Ahn 

et al. (2019) applied Gaussian filtering, normalization and cropping of images to detection of optic neuropathies and 

pseudopapilledema. They used VGG19, ResNet50, InceptionV3 and their own model. They achieved the highest accuracy 

of 98.63% in ResNet50 architecture [13]. The development of image processing-based transfer learning models for the 

diagnosis of pseudopapilledema and papilledema is still an under-researched topic. High performances can be achieved 

by using image pre-processing and filtering methods in transfer learning approaches. In order to diagnose these conditions 

easily and with high accuracy, a diagnostic system is needed. 

In this study, image preprocessing and filtering were used to achieve high performance. The histogram equalization, an 

image pre-processing method, was applied to color fundus images. 3D box filter was used as a filtering method. In the 

study, the effectiveness of transfer learning approaches, namely EfficentNet-B0, GoogLeNet, MobileNetV2, 

NASNetMobile, ResNet-101 were evaluated. The main contributions of this study are summarized: 

a) An image processing based solution was proposed for the detection of papilledema severity from color fundus 

images using transfer learning, histogram equalization, and 3-D box filtering 

b) The performances achieved by the transfer learning approaches were compared to determine the best classification 

performance. 

c) The proposed multi-classification model can help specialists with their busy work schedules and early detection 

of pseudopapilledema and papilledema. 

d) Histogram equalization and filtering methods, which are image pre-processing methods, were applied to the 

images and high accuracy was achieved in transfer learning approaches. 

 
2. Materials and Methods 

2.1. Proposed Model 

In this study, an image processing-based solution was proposed to assist in the detection of papilledema severity from 

color fundus images using transfer learning approaches. The color fundus input images were resized for each transfer 

learning approach. Histogram equalization was applied to the resulting images. Histogram equalization ensures that the 

images have the same number of pixels for each brightness level. 3-D box filtering was applied as filtering. It is also 

known as average filter. Model evaluation metrics of the outputs are calculated and the performances are compared. The 

flowchart of the proposed model is given in Fig. 1. 

2.2. Dataset 

Color fundus images were obtained from Kim's Eye Hospital pseudopapilledema data [13]. Fundus images were obtained 

using a non-mydriatic automatic fundus camera. The dataset includes three labels, namely normal, papilledema, 

pseudopapilledema. The papilledema group includes 31 retinal diseases, such as posterior uveitis or central retinal vein 

occlusion, 48 optic neuritis, 17 diabetic optic neuropathy, 177 ischemic optic neuropathy, and 22 papilledema [13]. 
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Normal controls were drawn from routine examinations with no abnormal findings or vision problems. There are 1369 

images in total, including 295 papilledema images, 295 pseudopapilledema images, and 779 normal control images. The 

generated photos had their width scaled to a fixed 500 pixels. Each image was cropped to 240×240 pixels. The dataset of 

1369 images is divided into a training dataset of 959 images for model training, and a test dataset of 410 images for model 

testing. 

 
Figure 1. Flow diagram of the proposed transfer learning model. 

2.3. Hold-out Method 

In this study, the hold-out method was used used to divide the dataset into three. These sets are called “training” and 

“test” sets. In the training set, the data is trained and the model performs learning. In the test set, the model is tested to 

see how well the model performs. The hold-out method is useful if a very large dataset is to be processed, if there is a 

time constraint and there is a very short time for the first presentation of the model. In the dataset, 70% of the images 

were used for “training set” and 30% for “test set” (see Table 1). 

 

Table 1. Division of data. 

 Number of Dataset Training Data Test Data 

Normal 779 545 234 

Papilledema 295 207 88 

Pseudopapilledema 295 207 88 

Total 1369 959 410 

2.4. Image Pre-processing 

Histogram equalization was applied after resizing all images in the dataset. Histogram equalization is one of the most 

frequently used image enhancement methods. It is a pre-processing method for images whose color values are not 

uniformly distributed. With this method, it is ensured that there is an equal number of pixels for the brightness levels in 

the images. The method was developed to remove the color distortion caused by the clustering of color values in a digital 

image within a certain range of values. After this color distortion is removed, the subtle details in the image become 

visible. It has a low computation time and can produce very effective results [14]. 

 As an image filtering method, 3-D box filtering was applied. The size of the box filter is specified as a 3-element vector. 

The size of the box filter was applied to the histogram equalized images as [5 5 3]. 3-D box filtering, performs 

convolution-based filtering. It is also known as average filter. Average filtering is used to smooth images and is 

particularly successful in noise reduction applications. This filter works on the principle of replacing each pixel value in 

the input image with the average value including neighboring pixels [15]. 
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2.5. Transfer Learning Approaches 

2.5.1. EfficientNet-B0 

The EfficientNet group consists of 8 models from B0 to B7, and the accuracy increases significantly with the model 

number, but the amount of calculated parameters does not increase. The EfficientNet-B0 architecture uses MBConv, 

which is an inverted MobileNet with inverted Res bottlenecks. The inverted bottleneck MBConv, formerly known as 

MobileNetV2, is the fundamental component of EfficientNet [16]. The size of the images has been resized to 224x224 

for use in the EfficientNet-B0 architecture. The EfficientNet-B0 architecture is given in Fig. 2. 

 
Figure 2. EfficientNet-B0 architecture [17]. 

 
Figure 3. MobileNet-V2 architecture [18]. 

2.5.2. MobileNetV2 

The MobileNetV2 is a transfer learning architecture based on an inverted residual structure, with thin bottleneck layers 

acting as the residual block's input and output. The architecture filters features in the intermediate expansion layer using 

lightweight and depthwise convolutions. The main difference between MobileNetV2 and the original MobileNet is that 

MobileNetV2 employs inverted residual blocks with bottlenecking characteristics [18]. The size of the images has been 

resized to 224x224 for use in the MobileNetV2 architecture. The MobileNetV2 architecture is given in Fig. 3. 

2.5.3. ResNet101 

The Resnet-101 structure has 101 layers. This design is one of the most advanced ones for ImageNet that is based on the 

residual neural network learning technique Resnet-101 optimizes the residuals between the desired and the input 

convolutional features. Desired features are obtained more efficiently and easily when compared to other approaches [19]. 

In this way, residual optimization can be used to lower the number of factors in a deeper network [20]. The number of 

layers can be decreased to an effective amount [21] by lowering the number of parameters. The size of the images has 

been resized to 224x224 for use in the Resnet-101 architecture. The Resnet-101 architecture is given in Fig. 4. 

 
Figure 4. ResNet-101 architecture [22]. 

 

 

 
Figure 5. GoogLeNet architecture [24]. 
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2.5.4. GoogLeNet 

GoogLeNet won the ImageNet 2014 contest with 22 layers and an error rate of 5.7%. In general, it is one of the first CNN 

architectures to move away from stacking layers of convolution and pooling on top of each other in a sequential 

architecture. In addition, this new model has a significant impact on memory and power utilization. This is because 

stacking all layers and adding a large number of filters adds computational and memory costs and increases the probability 

of memorization. To overcome this, GoogLeNet uses modules connected in parallel [23]. The size of the images was 

resized to 224x224 for use in the GoogLeNet architecture. The GoogLeNet architecture is given in Fig. 5. 

2.5.5. NASNet-Mobile 

NASNet networks are scalable ESA architectures and consist of simple blocks such as separable convolution and 

orthogonalization, which are improved by reinforcement learning [25]. NASNet-based architectures are built by repeating 

these blocks according to the network capacity [26]. NASNetMobile consists of 12 cells with a capacity of 5.4 million 

and a multiplication capacity of 564 million [27]. The size of the images was resized to 224x224 for use in the 

NASNetMobile architecture. The NASNetMobile architecture is given in Fig. 6. 

 
Figure 6. NASNet-Mobile architecture [28]. 

2.5.6. Performance Evaluation Metrics 

The confusion matrix is a tabular form for displaying the prediction model's performance. Each entry in the confusion 

matrix indicates the number of predictions in which the model classified classes as correct or incorrect. Four parameters 

are used in the measurements of the matrix: True Positive (TP), True Negative (TN), False Positive (FP), False Negative 

(FN). The metrics that can be calculated from the confusion matrix obtained in evaluating the performance of the model 

are given below [29]. Recall, precision, accuracy, f1-score, MCC, specificity, and cohen's kappa statistic are the main 

performance evaluation metrics [30-31]. 

Overall Accuracy= Correctly classified values/ Total number of values   (1) 

Recall=
TP

TP+FN
 

  (2) 

Precision=
TP

TP+FP
 

  (3) 

F1-score=
2 × Precision x Recall

Precision+Recall
 

  (4) 

MCC =    (TN×TP) - (FP×FN)/√(TN+FN) × (FP+TP)×(TN+FP)×(FN+TP)                                            (5) 

Specificity=
TN

TN+FP
 

  (6) 

Kappa statistic, which is frequently used to determine inter-rater reliability. It was developed to determine the degree of 

agreement between two raters scoring at the classification level. The advantage of the kappa statistic is its easy calculation 

and practical interpretation. The other and most important advantage is that it is based on correcting for expected 

agreement by chance [32]. Cohen’s Kappa statistic is calculated by following the mathematical formula steps below [33]: 

P0 = (TP + TN) / (TP + FN + FP + TN) 

(7) 

Pc1 = (TP+FN) x (TP+FP) / [TP+FN+FP+TN]2 

Pc0 = (FP+TN) x (FN+TN) / [TP+FN+FP+TN]2 

Pe =  P c1 + P c0 

Cohen' s Kappa              = (Po - Pe) / (1- Pe) 
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If the kappa statistic is above 0.4, it indicates that the score is not random and is “acceptable fit”, a score between 0.6 and 

0.8 indicates “significant fit”, 0.8 to 1 indicates an almost “perfect fit”. 

3. Results and Discussions 

The dataset used in this study includes images of pseudopapilledema patients, papilledema patients and control 

participants. Color fundus images were taken from Kim's Eye Hospital pseudopapilledema data [13]. There are 295 

pseudopapilledema images, 295 papilledema images and 779 control images. Transfer learning approaches were used to 

help automatically detect pseudopapilledema and papilledema. The images were resized according to the image input 

dimensions of the transfer learning approaches. Histogram equalization and 3-D box filtering were applied to the resized 

images. The hyper parameters used in this study are initial learn rate “0.001”, optimizer “sgdm”, mini batch size “16”, 

maximum epoch “60”, every epoch “shuffle”, weight learn rate factor “20” and bias learn rate factor “20”. Figure 7 shows 

the confusion matrices. 

 

 
Figure 7. Confusion matrices. 

 

Transfer learning approaches were compared in Matlab environment. The same hyper parameter values were used in each 

transfer learning approach. Confusion matrices were obtained from the transfer learning approaches after the training and 

testing processes. With the help of the confusion matrix, different metric values can be found and the model accuracy can 

be evaluated in detail according to the process.  

The performance measurement values of the transfer learning approaches derived from the confusion matrix are given 

in Table 2 and Table 3. 

The performance measurement calculated from the confusion matrix are compared with the performance of the transfer 

learning approaches. The fact that these calculated values are close to 1 indicates that it is a good model. According to 

Table 2 and Table 3, the transfer learning approach with the highest performance is the MobileNetV2 architecture. The 

results of the model were found to be 0.99 recall, 0.98 specificity, 0.98 F1- score, 0.97 precision, 0.96 MCC in the normal 

class; 0.96 recall, 0.98 specificity, 0.98 precision, 0.97 F1-score, 0.95 MCC in the papilledema class; 0.92 recall, 0.97 

specificity, 0.94 precision, 0.93 F1-score, 0.91 MCC in the pseudopapilledema class and 0.96 overall accuracy, 0.94 

Cohen's Kappa in all classes. 

 

 



Kokulu, M. & Goker, H. (2023). Aksaray University Journal of Science and Engineering. 7:2, 53-61. 

Aksaray J. Sci. Eng. 7:2 (2023) 53-61.  59 

Table 2. Performance metrics values obtained from the confusion matrix of transfer learning approaches. 

Model Outputs Recall Specificity Precision F1-score MCC Overall Accuracy 

EfficientNet-B0 Normal 

Papilledema 

Pseudopapilledema 

0.99 

0.93 

0.94 

0.98 

0.98 

0.98 

0.98 

0.97 

0.92 

0.99 

0.95 

0.93 

0.96 

0.93 

0.91 

 

0.9659 

GoogLeNet Normal 

Papilledema 

Pseudopapilledema 

0.99 

0.92 

0.91 

0.98 

0.97 

0.97 

0.95 

0.98 

0.97 

0.97 

0.95 

0.94 

0.93 

0.93 

0.92 

 

0.9585 

MobileNetV2 Normal 

Papilledema 

Pseudopapilledema 

0.99 

0.96 

0.92 

0.98 

0.98 

0.97 

0.97 

0.98 

0.94 

0.98 

0.97 

0.93 

0.96 

0.95 

0.91 

 

0.9683 

NASNetMobile Normal 

Papilledema 

Pseudopapilledema 

0.97 

0.92 

0.91 

0.96 

0.97 

0.97 

0.96 

0.98 

0.89 

0.97 

0.95 

0.90 

0.92 

0.93 

0.86 

 

0.9488 

ResNet-101 Normal 

Papilledema 

Pseudopapilledema 

0.98 

0.93 

0.91 

0.9772 

0.9813 

0.9751 

0.97 

0.97 

0.90 

0.98 

0.95 

0.90 

0.95 

0.93 

0.87 

 

0.9561 

 

Table 3. Overall statistics values derived from the confusion matrix of the transfer learning approaches. 

Cohen’s Kappa Model 

0.941 EfficientNet-B0 

0.93 GoogLeNet 

0.946 MobileNetV2 

0.912 NASNetMobile 

0.925 ResNet-101 
 

The accuracy of the transfer learning studies in the literature and the proposed model are given in Table 4. In similar 

studies using the data sets used in the study, Vasseneix et al, using the VGGNet architecture, achieved 87.9% accuracy 

[11]. Bakır et al achieved 95.51% accuracy using ResNet architecture [12]. In the proposed model, 96.83% accuracy was 

achieved on the MobileNetV2 architecture by using methods and architectures different from the image 

preprocessing/segmentation methods and transfer learning architectures used in other models in the literature. 
 

Table 4. Comparative analysis of related studies. 

Researchers 

Image Preprocessing/ 

Segmentation Dataset 

Best 

Model Performance 

Gómez-Valverde 

et al. (2019) [8] 

Resize images. 

 

2313 images:494 glaucoma-1819 

normal. 

VGG-19 

 

AUC 0.94 

Liu et al. (2021) 

[9] 

Class Activation 

Mapping (CAM). 

 

Training dataset: 944 images (364 

abnormal/580 normal). 

Testing dataset:151 images (71 

abnormal/80 normal), of which 

12 images (8 abnormal/4 normal) 

ResNet-

152 

 

AUC 0.99 

Milea et al. 

(2020) [10] 

U-Net 

 

14,341 images:9156 normal 

disks/2148 papilledema/3037 

other abnormalities. 

Dense 

Net 

Acc. 99% 

Vasseneix et al. 

(2021) [11] 

- 

 

Training dataset:1052 mild-

moderate papilledema/1051 

severe papilledema Testing 

dataset:92 mild-moderate 

papilledema/122 severe 

papilledema. 

VGG 

Net 

 

Acc. 87.9% 

Bakır et al. 

(2022) [12] 

Resize images. 

Pixel normalization. 

1094 color fundus images: 304 

left cataract/290 right cataract/ 

250 left normal/250 right normal. 

ResNet 

 

Acc. 95.51% 

Proposed model Resize images. 

Histogram equalization. 

3-D box filtering. 

1369 images: 295 papilledema/ 

295 pseudopapilledema/779 

normal. Training dataset: 959 

images, Test dataset: 410 images. 

Mobile 

NetV2 

Acc. 96.83% 
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4. Conclusions 

In this study, a method is proposed to classify pseudopapilledema and papilledema using color fundus images containing 

3 different classes. In the proposed method, color fundus images are resized and image pre-processing methods such as 

histogram equalization and 3-D box filtering are applied. The performances of the pre-processed images are compared in 

transfer learning approaches. EfficentNet-B0, GoogLeNet, MobileNetV2, NASNetMobile, and ResNet-101 architectures 

were used as transfer learning approaches. Performance evaluation metrics, namely accuracy, recall, F1-score, precision, 

specificity, MCC, overall accuracy, and Cohen's Kappa were evaluated. In the study, it was observed that image pre-

processing methods and transfer learning approaches provided high performance. The highest performing transfer 

learning approach was MobileNetV2 architecture with 0.96 overall accuracy and 0.94 Cohen's Kappa. The proposed 

method can help experts with their busy work schedules and early detection of pseudopapilledema and papilledema. The 

results of the experiments show that the proposed model is able to achieve the high performance achieved by using the 

image preprocessing methods and transfer learning approaches used in previous studies with different methods and 

different transfer learning approaches. This study will help in the automatic detection of pseudopapilledema and 

papilledema. 
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